**Introduction**

The [Kolmogorov distribution](https://en.wikipedia.org/wiki/Kolmogorov%E2%80%93Smirnov_test#Kolmogorov_distribution) (which I call ![F(x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAARCAMAAABkQDXwAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqqIiIjc3Nzu7u5UVFRmZmYKCgqYmJh2dnbMzMxERES6urorKyuyNR+YAAAAvElEQVQokWWRixaEIAhEeWNa//+7K6itleeUgRdmSIDPku9nNVeiQ50jOjaYeCGesMW78EaALfTKrfSHbQfgpLG3kcbQeLQAGLXgZRzfGUTjkrDWiLlbnN25pZyAKbQoKilTnKgdc6wp12ZPzLxqLz63RAjPX1F12RB4EOxrmGgq/vc/Srpw37Mrhg/0GwCJWbCBGkg6oQJCl1O9kZilEorhsKrbLY1F5zPWN/BOvQvSGm6BHF+gI9vNxCA//+0DPp2cYL0AAAAASUVORK5CYII=)) is as follows:

![F(x) = \frac{\sqrt{2 \pi}}{x} \sum_{k = 1}^{\infty} e^{-(2k - 1)^2 \pi^2/(8x^2)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOgAAAAWCAMAAAD97yAjAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqqYmJh2dnaIiIhmZmYAAAA8PDy6urrc3Nzu7u7MzMwXFxdUVFRy/oUZAAADHElEQVRYhdVXCbKkIAwl7Ov9rzuEgAa/or/amul5Vd0lQhIeWYhCvAA74Q2NdwBQF4P10s/wmqLHAC+0PB2sl34G7wVI499RhgggusbgAnsftcY/GpjEZvpAxy5cwWe9PrUTTx+voUQCEfPNKjCumtNSppuFLUKGxkkrKNxwahw899IYKPrhWZhplmREMrZorYoNY/WA5gd6ARmEr2rzRMDaQnC5Zm01E6p/SjH15G7jCL3RNQY3m2qeMcR2tzcGyZMwSqp5tvNOtrkOt4H7ZjDiFl1lFrE4lx3xkHYPZZlL3Tk+OVR3G+PDZvWmVDWG95lONIiQnfPDIA36TpowWBcx+rEO0awhVpoiBFWGmdpFdBM0nrem8DZQGUixpUbJLOyrWfRoUlk+8GgRQ2P9QSxHonIYmQziVoawSs6hxRxHRHQZR+xwoA7BOsfOAS6N2kDJr8R2LjEzyYjBKKWsPijqKke1QuhhkmKwJDbRibJCwwz2WEThWmgFlrK0n1GXwYMGTgzABNk4l1Xt8K4Hbi28KWDW7+y8XQXDTBGAW3GbxuoQF9jJd49uiyeDtBXXF0BSycgtfEgm1CrUQ5ayX0ZhinCw6b6Ck01TyDnXPkHFya59UMmakjBXQMwn0lgTh1dpX9qW1JYUk8EghzDWdqjRWpnGfSWSyVo7MpUomQWxxMexBbOBJVlaXSr57sYZiusm+XGmmywu56/1SphkSqHyLxivUUvShdqO1UUb7IOaXW8iBYewWXda/iKZ1EK4y2CK9h0PomF4w19v1p5jXyDtg4Yj/OyN48qlEc7fJ38t3GUiS6bhQDmuPhiHfRq6a0yOmrs5aueaxWcB/gaAmWoXDzhRTD+GDxriQ9TPhKidG++XPnwJUees97BHoklDNP3mKY/a3VPF8xV86OZ2dyft4cUvgqfQB5vrWrRCYaEafnRzN/fWX8DM7Mj7FNRUHqCYZGtVsJuLihC+gOj0JReffFNPTeWmhvHw7YPr0GP9c6ICWMg93MzPyzZsb4IveJ9SN/dNHv09pqayw2UOL47d3Gjn/itMTeXX4g9lWRQeAhcg7QAAAABJRU5ErkJggg==)

There is no known simpler form and we have to work with this sum as it is. This is an infinite sum. How can we compute the value of this infinite sum numerically?

Naïvely we can do the following:

summand <- function(x, k) sqrt(2 \* pi)/x \* exp(-(2 \* k - 1)^2 \* pi^2/(8 \* x^2))

# Compute F(1)

sum(summand(1, 1:500))

[1] 0.7300003

In other words, sum up many of the terms and you should be close to the actual infinite sum.

This is a crude approach. The answer is not wrong (numerically) but certainly we should understand why adding up that many terms works. Also, we could have added more terms than necessary… or not enough.

So how can we compute this sum that guarantees some level of precision while at the same time not adding any more terms than necessary? Unfortunately I don’t recall how to do this from my numerical methods classes, but I believe I have found an approach that works well enough for my purposes.

**Geometric Sums**

An infinite sum is defined as the limit of a sequence of finite sums. Let ![S_n = \sum_{k = 0}^n a_k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGEAAAASCAMAAAB8bkD+AAAAA3NCSVQICAjb4U/gAAAALVBMVEX///8JCQlmZmaIiIjc3NyYmJh2dnaqqqq6urru7u5UVFREREQyMjLMzMwiIiKKKJgqAAABTUlEQVQ4jZ1VC7LDIAgURQE1uf9xn5g0g0lanbfTadq6wPKROvdfYAhEYZEsoQHpNwkgHyg7AJBjLs7VxQBZJcH2mxWBzedmElqUtBahYH+f0TKIsRF95Y2/8w3g0DWjCRgRQiopRVyKsC/myrDYWElExSTcLKFMM1AkWJIsVdwG42/k4ZaHv2Bj7/tKBN9S5ceUMbxx70DwCyzNNKhirD1n6gWTJXVtTGXK6QUqfcgOp77b3Cf7vUouml6fCi8Qxe62FwiEldEPqhrppVtYA1u238a00Z93SssRQac/JkftEbYQgzqerwEZbiWO3ObOZT4SJfSxrQhPJIOm6RrIpiz4UfhBCupy4O/5tolmayCZM+JToaQD2CMMTZPqKg69mqwB2yPeHwp1CPKgj4OLcbJPLfCqKHJu9+JUeOWg54vL/AsqWPBTYZvWt7+YP4dNCIkh7ORCAAAAAElFTkSuQmCC), where ![a_k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAALCAMAAACXmSduAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6YmJjc3NwyMjKqqqoEBAS6urpfX1/MzMyIiIh2dnYiIiJERESeOSPeAAAAWUlEQVQImU1OWw7AMAjCZ6vt7n/d2S5b5weCECIAGmYX4R1SQvgn0RNoerQLkKOIaLEnerXlzAU76tSWv+vqyg4uHLC10qRzVLEZ9dOL2eOn6g+oyNEtwRw3ht4BhanIo+oAAAAASUVORK5CYII=)is some sequence (we can have ![a_k = \frac{1}{k}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAAUCAMAAADFhv/OAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX///9mZmaYmJgtLS2IiIgCAgLc3Nzu7u6qqqpOTk66urrMzMx2dnbV2npyAAAAkElEQVQokc2QSQ7DIAwAjQ1eCP9/b41II9UVS2+dCygMZhSAQyTnU7Wj7Scd8B91aaomp7qQwFW2djXTvia/VenzLD1gvFYYIDffMPH2jdFhtW9poZXB6ChS+/SDGHEJC/hnbKBfqQ/vVMzKCS8fqSo2z4mpZNcinoPuVcTzfxNTawbE+fxNamSdGtmkRu7UF47LAuP63buXAAAAAElFTkSuQmCC)or ![a_k = 2^{-k}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADwAAAARCAMAAAC2ED+oAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmbu7u7c3Nw2NjaYmJgAAACIiIiqqqp2dnbMzMwbGxu6urpUVFTt/CJdAAAAs0lEQVQ4jaVRiw6DIAzsg9Ly2P//7orGjaljyi4xkcC19wCYAweeZDaUP7gcbjxWRezPksDkIjf5h/0yNKPHNS4FAsiRQVODuuVHXm+SWbsckYs/pZi7aRCY16k5Xlhv8b2hKoj4LHQRdZcdvtCFEk4CciduBX723pzusSgOtf0Oez8tZlEcqX70fpRdzdM5KCPfJwVk3HtWZtZjJaLGuCT3vXcqsWHgaut9BlvvU9h6v4EnxFsDsAvMDmUAAAAASUVORK5CYII=), for example; in the case of the Kolmogorov distribution, we had ![a_k = \frac{\sqrt{2 \pi}}{x} e^{-(2k - 1)^2 \pi^2/(8x^2)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKgAAAAWCAMAAABjVSeDAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqqYmJhmZmbMzMwAAAB2dna6urqIiIju7u5KSkrc3NwZGRkyMjIzwBTPAAACBUlEQVRIidVWi47sIAgFpb79/99d8dFR1zrtzeTu7kk6iZVDEQ44AE9xDHhML0BUF4ut5RP8I236ugYjlout5RNoDSik3tp4hGrko+/eW2P4pywkdTtlYWzlJgybjfMECgjBhjc2p9FgiIo/SDkI3aepLlR5OCw5blIf+C0IDzo5CbSx4XRUIx9Hds6MLNG+XNQF6cJlopo2JTxEdRDAuhiDW6qnOU3ZFCpp4FugHnxwUTcfZVF8Zy4e0bJ4uI/qpvRwF8ZBURG7Q9Ag4KIeDppRetC6OVDReJMP07iKXASvIby44kHtI7VGKFJXMErcKIZpgZYiOuo2aqBdp/Q+hK+BImcwPdQdMXOsQnT2baDa1cKnxifPGm+ODGKvWXca2QjRd0WrGT2NOx9VVa7uIymSAk7Z8DubBEF3BncUmedDCMlc2fYRHkH9dGU9FSNtQLzCSkd1nBh1JuXlIzFE46bBmSotMEXaW4JMx9Rjd4I80bUCrYeSTA3gexXQmwHtlm/Nlsucw7OMYJ7OC6zlcSgUo1r3l5dejza14zInV93lq2Y3xo810vG+q8buUmrX/Ut6w82cXPXD5vvu3FmWfo0LQXwefNOJwP01Tee74EC3OfwUhEEvuTen6XwXZDTu/6R8Gnk6/wHM0/kC5Qr+SUzT+QLjFfyrQX8jzPEK/sUYr+D/iC85pwzImvnN5gAAAABJRU5ErkJggg==)). Then, by definition, ![S_{\infty} = \lim_{n \to \infty} S_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHYAAAAQCAMAAAD01HtkAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////MzMyIiIiYmJhmZmYiIiK6uro+Pj52dnZUVFQJCQnc3Nzu7u6qqqp1Lui9AAABHUlEQVQ4jb2V25bDIAhFIxjwxv//7oi2aRJzIXmY88CyLjxbkZppqipQlWW6k+P5NudUA6TEGnJy90tJsSG+og4Qzi0a1jrF0n1ZDjRCUotoxb7TCJmDda1i2wUTsxP0E0o03M0xhFJiy1k/p+2VnqlbieVyTiDi09GJ/SLcY50WjYN2iQ17DCHT6hVWQ8Qn2C1EisZiapbX2BHi2ww9LfI5Fo6cBghrWvszi9cxIJ425w7LHZsBRH4wyKPXAllywQGCDnLtzRh1X2dt7WJtihqgB0hMOiXEm4fA58FrgdAut860bfnv6IFAtH4lfMTxwqvnrqQ7dGFG24O1FpcpusWf8Mprm9vzEesFxGB8eH5W9fuA+fvLX3ptc/9Zfw43CMOz8fIKAAAAAElFTkSuQmCC).

My attempt to compute this sum simply amounts to trying to find an ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAICAMAAAD3JJ6EAAAAA3NCSVQICAjb4U/gAAAAKlBMVEXc3Nx2dnb///8MDAzu7u6YmJjMzMy6urpmZmYnJydERESqqqpUVFSIiIjlmnCDAAAAPklEQVQImRXKQQ7AMAjEwMUhAZr2/98t3KyRxTbFtQ06+kqwOoM08EmoA/eZHOCdl2hg+XFhvarYrdkrGeIHNIwBLI91lwYAAAAASUVORK5CYII=)such that the difference between ![S_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAPCAMAAAA1b9QjAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIju7u66uroJCQmqqqpERETc3Nx2dnYqKiqYmJjMzMxUVFRmZmZzg9lYAAAAYklEQVQYlW2PSQ7AMAgDIUDI+v/vFlDVLKoPFhmw5ACYEppU4FMaZsp9kazhCwCHt43UApeIObeLyeSfu22fokFdZAahLVXxLamIIv7Ajg19ILKSW9h3coT9HwlGp4MAlKYPuOEBgWG+DsQAAAAASUVORK5CYII=)and ![S_{\infty}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAPCAMAAADXs89aAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIiYmJi6urru7u4JCQk+Pj5UVFTc3NxmZmZ2dnbMzMyqqqoiIiLY3Z3wAAAAbUlEQVQYlXVPSRLAIAhjEQWX/3+3wtSDdJpDhokJEoCNghs64UZpm1RGkqsGJxUkmLK8elYCLFI/Xsc0+UtkZ4kjV5ItZM5LKsLbaJrPSOTFcCChPykDtObh6yyOrJ3pwN2jL8qFmYj2L60PeAAQvAHbX5NvDwAAAABJRU5ErkJggg==)is no larger than machine precision: that is, I want ![\left| S_n - S_\infty \right| \leq \epsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGIAAAARCAMAAAARzYlTAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmZUVFSIiIju7u66uro/Pz+YmJiqqqrc3Nx2dnYICAjMzMwiIiKRbasWAAABGklEQVQ4jaWUWRLEIAhEVVDccv/rjprRuBapCh8zVvJC24AK4cTH4BPI+w8hhbMMvKPkSwlUeT8hMgo7apFA3EqYYtcw29lSk4STai7dTYTyS4zElhokopJrb27i8kz2M9VJaOWHIqEHaIQOwXAeDlSToPmdu3AgrAwvnGyoluCah6VKPj51GLOpGsOnE9UlQK/08CakCcc/YYshvBgHe6pvN5juzMTQEbJ8rJlCHahxaK2BusReojzO58oBWAtiH41KHclrIIqLRB6rWljjHgmIQGW8tDbnA9gol0quVDZFG4kn0FurFwIsW6+0kbJF+V+9vaNqGBQq6gNaI7uI/qLRxWECVwkhPLHXsyai1BXld71Y49XN8SXBDys3Bd2x0PnJAAAAAElFTkSuQmCC)where ![\epsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAICAMAAAAC2hU0AAAAA3NCSVQICAjb4U/gAAAAJ1BMVEXu7u6IiIj///+qqqp2dnbc3NwAAAAZGRm6urpEREQyMjKYmJjMzMyHXs6AAAAAL0lEQVQImSXHyQ0AIAwEsd2BhLP/ekHwsixQtRHRxA1z8UzbQrvxrvwy4qtaSucAFIkAqCd68BwAAAAASUVORK5CYII=)is the machine precision of the computer.

Since we don’t know what ![S_{\infty}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAPCAMAAADXs89aAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIiYmJi6urru7u4JCQk+Pj5UVFTc3NxmZmZ2dnbMzMyqqqoiIiLY3Z3wAAAAbUlEQVQYlXVPSRLAIAhjEQWX/3+3wtSDdJpDhokJEoCNghs64UZpm1RGkqsGJxUkmLK8elYCLFI/Xsc0+UtkZ4kjV5ItZM5LKsLbaJrPSOTFcCChPykDtObh6yyOrJ3pwN2jL8qFmYj2L60PeAAQvAHbX5NvDwAAAABJRU5ErkJggg==)is, we can instead decide that machine convergence occurs when ![\left| S_n - S_{n + 1}\right| \leq \epsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGwAAAASCAMAAACJkMtOAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIhmZmZUVFTu7u52dnaqqqoQEBC6urrc3NyYmJhERETMzMwyMjKYhGDPAAABHklEQVQ4ja2Via4CIQxFKbSsw///7mOZYVityfMmaqLHnlJAhXDid2FryfqCkOI0AzOU/E6GKjdmLsbFUIsMcQeEMoHANMZRk8xJ5XaAKc+ekXHUILuUXPawApEYT5UxVCezivoRIgE0wBoTuHXxVJP5CXMRB0BLrm+earXidIain7pJfY911ZPhmxNVgmVGXS0kZXvApBuDN6DLIjGeexYHqnasaZKlQHiv4/U0mAFZylhu+zcU3M5VlloI96cCe1nM7+Yb6wC0BrHPjvoky0fy3oHgXhlc4MvYrU039jTNHfVZ1oKktV0A0Ow0G4VEFNPD8bInIxBQqMse0A21X9nhIC8yIciz/xQvVSVW1aPHruyr36ljxsP0v1q/zR9tzAZV5ELB8gAAAABJRU5ErkJggg==); that is, when one summand and the next summand are numerically indistinguishable. Since ![S_{n + 1} - S_n = a_{n + 1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHsAAAARCAMAAADKdiNxAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIh2dnaYmJju7u5mZma6urqqqqpERERUVFQHBwfc3NwsLCzMzMwmteKsAAAA/klEQVRIib2V2RKDIAxFCVswwP//biO1KiUUdMbeGXmQnJtFRaVYFlgR1SXdglqXhZdI+XmoVYhl/QPUispq/gC1Svo5yGrEYPv7nihcbmAOssmqTD9D0NH13gXI7drKcsBVpoGRF4rjr2jPs3yUB1At4jcSpLbe3liehq2Ke1eNGlpoq0WABJVxB1/dO3u7YuOr4racpptbglQ78zJuslXys3dal/WkiACIMJdbggStgzHErXa8IYMpw/eeT4o0l1uCJBnA6EweewOuU7Ra68RX/JX7G5oM63vzGbBk369N1AFNhsnePBZt4rHvlzD+TR3QZNjIe6Lf23rSe14vtfcGtWTn9f8AAAAASUVORK5CYII=), this criterion is the same as requiring that ![\left| a_{n + 1}\right| \leq \epsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEUAAAASCAMAAAA62ONUAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmaIiIju7u52dnZUVFSqqqqYmJi6urrc3NxERETMzMwsLCwFBQXQTmviAAAA3klEQVQ4ja2S2RLDIAhFFRBx+//fLTGL1aQ1XZjJQ4aTkwtqTDDzmjP2hmXOfGVB/N0SrBtn/NiSnD3vqRJIzHFMeWkRRx2HBLARmNGkciOLj77vhIwHYVUneW7hnIZO9o0oOijQxedY47YsSE46oAAArkQdJvbt9R9MvUULIreXYw12G6Zgp4FNdrKoOsKR7cmCavFFfx8AmGFmWQ5q308Mh0VZDtYnIxJ1YXNLq+WKyEgAGyFtEWV9wtyyV0fozXNJXmZht9d44r3FGPKhWcTVE5lnubomLctb5s/1AD1aBEp/l3EiAAAAAElFTkSuQmCC).

Every sum that converges requires the condition ![a_k \to 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADEAAAAOCAMAAACxbgRWAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+YmJhUVFS6urru7u4AAAAsLCyIiIjc3NyqqqpmZmbMzMwQEBBERER2dnY+A+XvAAAAqElEQVQokZVRURKFIAgERQQ173/cwKZ8r6mp+Fpll10GgPeVEfMHugmMHssjLdIBm8PkiLrqQneKI4cMcoomYIKabk2OWXFwmgIUj8e3Ctklm4LRfMSW6t5j2WklzOIWfz1wC7SMz2ujgKc9RqBE0T2uBKXuqHmE5IsDYAMbhB0UzwKaB8jWVH9iVilok4oqhbMC68RZtf81OVT4VBaPRZ55s+y6iC9cVntuA2NctYQ7AAAAAElFTkSuQmCC), so this criterion always yields an ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAICAMAAAD3JJ6EAAAAA3NCSVQICAjb4U/gAAAAKlBMVEXc3Nx2dnb///8MDAzu7u6YmJjMzMy6urpmZmYnJydERESqqqpUVFSIiIjlmnCDAAAAPklEQVQImRXKQQ7AMAjEwMUhAZr2/98t3KyRxTbFtQ06+kqwOoM08EmoA/eZHOCdl2hg+XFhvarYrdkrGeIHNIwBLI91lwYAAAAASUVORK5CYII=)that gives “numerical convergence”. Of course, any Calculus II student who was paying attention in their class can tell you that not all infinite sums with summands going to zero converges, with the classic counterexample being the [Harmonic series](https://en.wikipedia.org/wiki/Harmonic_series_(mathematics)). So this approach would claim that sums that diverge are numerically convergent, which is bad. We cannot even expect this method to work in cases where the sum does converge, but it does so slowly (see a later example). However, in some cases this approach may be okay.

Take the case of a geometric series:

![\sum_{k = 0}^{\infty} \rho^k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADgAAAATCAMAAADyMz7ZAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///8JCQmYmJhUVFQqKirc3Nyqqqq6urru7u52dnaIiIhmZmbMzMxERERbXT4DAAABCklEQVQ4jZVTWRaDIAzMRsIi979u2aqg8l47HyAhYSaLAP/DiXu1a8oRIBIdu0hpKyJ3ZEFEBWcAzMkD0JaxbYR2mggZ2klSWew1rHgF0Pooo7+M2VfGIwjtGZOq57J7zJfRKxgRgWcOuxyFx41h3Lg8VWo6vIC4XteA7/V9irSizyKcFRf5Kc5qZnNFwGH6JZC1ui4mWt7ZoTrpKo6m8twnSpV6R48aw0uTDp5P65uuZNH7FcuF5fnOLyd3ExMKTaPMRLo2jidt7pyogRDrrNSvRx3CNJRqY6J86HAtkL4pzpjpTaaJGlLjkBpvLXNnYZxx6eeYqJOx3jeuu9D6F14wmCeqK1JSeOADC0oF7Us1b6cAAAAASUVORK5CYII=)

with ![\left| \rho \right|](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAARCAMAAAA11AaTAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVmZmb///9NTU3u7u4EBASYmJiqqqq6urqIiIgiIiLMzMzc3Nx2dnYyMjK+XO/eAAAAU0lEQVQYlZ3OSQ7AIAwDQBtIWPv/7xYqSn1uDpFGWcFOiQ5Cjd82RxMjM6bPOcyU4nHweVvqs0Svx62uHjsu116xHcy8yP01Lv884+IC8SDfbnLc1h8Bu3TFQxoAAAAASUVORK5CYII=)less than 1. These sums converge; in fact, mathematicians consider them as converging quickly. We also have a formula for what the sum is:

![S_{\infty} = \frac{1}{1 - \rho}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEQAAAAXCAMAAACF1xnZAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIiYmJgAAABmZma6urp2dnbu7u7U1NRUVFSqqqoaGhpEREQyMjL+HquHAAAA0klEQVQ4jaWU6xKEIAiFBUXx0vu/7qrN7mxoTuT5YYwNn0eCjHmnAPAy80/JS0jFAnBSUVBAQqwLZ96ClJ5eVIwBYs/dPUj2uvwphLItSh+GYpEfIjk7c+N+enYGZaUV4SK0NTyD2Kmq5w6hvescrcy935IrNQbERdvdzAwwYH/DZEyMzdji3HFmrqLuy32jG8n+EGpO2GdcN6+AECLJDazViX41ilcIRxOOpbV7CPimGnkyrJzc0Ul14VYVnOs6MyEj6v5lM+Sb+Zfy+quMCufjA7G6A+y/YaS0AAAAAElFTkSuQmCC)

After some algebra, we can quickly find a rule for determining how many summands we need to attain “numerical convergence”:

![n \geq \frac{\log \epsilon}{\log \left| \rho \right|} + 2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFsAAAAYCAMAAACiJHFpAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///92dnbu7u4AAABmZmZAQECqqqqYmJjMzMyIiIhUVFS6urrc3NwaGhrQhPi8AAABX0lEQVRIidVU7ZKDIAxMEJLw9f6ve4mlnoL0bOuf2xkdZWCzbGABLkCquzLtM4T/yx2JCAAZiW1EkN+uVybcHAG8SAJeqV14yRKj9+OoJDzRE5wnW+H0Q2yAEuW5KtTHn1UX7wfxTXeGLI8BwmHdr1Bn7ZFFWRhLJuTdLIdJjuVqVL/NjY0Szf0Zd9XlbhGQEoNWqMeJMfVL2wYUkx52BtPiIINHK9XNzFVghPVC4iXusDphLHR0nsI5QWGiOOr2hmqvbbe4ErhFX2nvN4f93/ICU92PSwDZJFcnTY42sj9d17DnzqrfaRdR7S4VmlRKvc9DUOHw0XNLLKWYd+tl8Pn8Qhr6g/Ent6uDYbdxz0Dpic2bPqiMMjPnjnu+8Ze6j0Fl/UmWVuO9/4D7GFRKiRnkJu5jUCllWP+/5x6CCvUgMFPfy+/QggohYytyG55BhWb3zdzPoIrQDvwkEDf8AHDYCLV3QtsVAAAAAElFTkSuQmCC)

We can see that in action with some R examples:

.Machine$double.eps # Numerical accuracy of this system

[1] 2.220446e-16

log(.Machine$double.eps)/log(0.5)

[1] 52

sum(0.5^(0:53))

[1] 2

# 2 is the correct answer, but the interpreter rounds its output; is the answer

# actually 2?

sum(0.5^(0:53)) - 2 == 0

[1] TRUE

sum(0.5^(0:52)) - 2 == 0

[1] FALSE

**Caveats**

This method, though, should be met with suspicion. For instance, it will not work for a slowly convergent sum. Take for example ![\sum_{k = 1}^{\infty} \frac{1}{k^2} = \frac{\pi^2}{6}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF4AAAAWCAMAAAB+B9tdAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+YmJgAAABmZmaIiIiqqqp2dnYYGBhUVFS6urru7u7c3NzMzMxEREQyMjLyRAKcAAABVElEQVRIibVVWxLDIAgEFUV83P+4NUlbMY/Gdqb7kzHB3RWQAPwNRP5/5EARHH69S5ybjrX5TNaWxuAQzz4C+Wn6uJg3hjeUYIwhSBGA2QrA+dFwlj4TNINoYt8aGNZVtYv6T/TCtYaCkEKpCwMH6R+LLO6zD/ir+9j2kZYLRS2opQyxeWB/mvuJ5HgYQqKZb4YJ+lbRMrzwJk2zRy70OcLLjh5CmKbfw75xfYeSsT/zzwCN3Ae1K6LwTZCuV6pjJQ5jYJhVM8nJrFe7QqgxsCpPzSpHvQFkqHSqu1B1tKfy6azSKAKdhVU2EqAHGtyhcr8+4p35zNINeDVc2sktkTCI35A0/aa8zapPwJrzqxdJVS620wfebe70q/JrVn2Aa9muG0t6lzVFbv0vFWpK5+4PyhegZv15uWvQiBAdjH+SPgaeyvdYeiXM3KQBB+VLELrV0gOexwlSvEDG7AAAAABJRU5ErkJggg==). If you apply the above technique, then “numerical convergence” is achieved for ![n > \epsilon^{-1/2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEIAAAAQCAMAAACVzFkmAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///92dnaIiIjc3Nzu7u6YmJi6urqqqqoWFhZmZmbMzMw+Pj5UVFQAAAD54KFBAAAA0UlEQVQ4jcVT2Q6DIBDci10O/f/fLUJFQBtT+9CJMSI4ByMAf4AQ1QcSMBf0AYXhmwIhGoh/YsNViqigAcDH5xRYR7+4qPdgp3kLfP0h4QZqFK6ss8LgkNXQ7UsFw5ROcO+gd1FyqELkfFHiMRItfVPsZWDUJWVpdmXK+zW/gZAJp27cckRMDi4w+Cq1WJqWWNNeiUhgBvYDyVZgGaUEW5Z42VocfkrdDHiJh1Le0aOWonADxG1foNngMPaaPrTcoXQYlHcCnIILmn11lu4lT3gBy8EDrYFKckAAAAAASUVORK5CYII=). Not only is that a very large number, it won’t achieve our goal of good numerical accuracy.

.Machine$double.eps^(-1/2)

[1] 67108864

N <- 67108865

sum((1:N)^(-2)) # This may take a while

[1] 1.644934

sum((1:N)^(-2)) - pi^2/6

[1] -1.490116e-08

That difference is much larger than numerical accuracy.

In fact, the technique doesn’t always work for geometric sums either, as demonstrated by these examples.[1](https://ntguardian.wordpress.com/2018/09/10/naive-numerical-sums-in-r/#fn-3431-1)

sum(.99^(0:4000)) - 100

[1] -8.526513e-14

sum(.999^(0:40000)) - 1000

[1] -9.094947e-13

**Conclusion**

However, while this method cannot guarantee quick convergence or even convergence, I think it’s good enough for the sum I want to compute.

First, the sum converges more quickly than a geometric sum, as the summand decrease at a rate of ![O(\rho^{n^2})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAAUCAMAAADFhv/OAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+qqqqIiIju7u66urqYmJjMzMxmZmbc3NwcHBx2dnZUVFREREQyMjIAAABiGja0AAAA/UlEQVQokZWT2RLDIAhFL4hL4vL/n1tcEtOYTlseHMUjXkCB70a0/0CdtIDtHzzg3ec9s3jEvvstk93HctXpCDU6hxGu3WW2xttwYoGZiBG2lKVJ6vTWCY4V8RcNkoB8WXMdE/cVbVXKDK4BCHLVlg+qySiYwSypwmQQnUw8quh8XL/ruZD63ItqhC72Sy5aEZhytCDrrutnpaZRlopqd0MZt7k6Ge2OpBeVOw2nUQ48eZx4DXzmNE0UyTzr0s7rWOdxfSfahL4HGj1olWEdJS10f2nOW30Ew9OgZC3xSiMuybPgqSYDf3S5NckZ6mZEYL+61czjn6LwQUrN5gXVcQTpIFCrcgAAAABJRU5ErkJggg==)rather than ![O(\rho^n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAARCAMAAACYVR46AAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+qqqqIiIju7u6YmJi6uroGBgZmZmbMzMzc3NxUVFR2dnZEREQyMjIiIiJS+tb9AAAA30lEQVQokX2SCQ7EIAhFAcXd3v+4w2Knpk6mSQ183ke0BTie8EeJhLGvtJ9WqsuQi66XkbF+65UIkTTKzl1eo6bF/DRiHgDTIsMHuY5JN34aihWBfZJ5123TtBRLUOYZAVphTZsMN+/NuoB1eJwZQgJJus8cSfK4wCl6cRfruGm7J+xQE3tcNEAfqaE0Tw8HRZw3ODJ8QW2G1wayFKcf2nV1yqpxixuo12kq4LpTOzXJymPjgNRVcpRPuBQrjxiRdg7a8QMQv867wLdgUrneIvEJIgLllxZ+/FFC1nMeeT+OVARx+p8PNAAAAABJRU5ErkJggg==). Second, a method trying to attain numerical accuracy would need to be programmed, and if its implementation is written in R, that implementation will likely be much slower than simply using sum(), since the latter is implemented using fast C code. Such an implementation would have to be written from scratch in C++ using a tool such as **Rcpp**. One must wonder whether the tiny numerical efficiency and speed one might potentially gain are worth the work; if x is large it may be best to just round off the CDF at 1.

In the end, using the lessons learned above, I implemented the Kolmogorov distribution in the package I’m writing for my current research project with the code below.

pkolmogorov <- function(q, summands = ceiling(q \* sqrt(72) + 3/2)) {

sqrt(2 \* pi) \* sapply(q, function(x) { if (x > 0) {

sum(exp(-(2 \* (1:summands) - 1)^2 \* pi^2/(8 \* x^2)))/x

} else {

0

}})

}

pkolmogorov <- Vectorize(pkolmogorov, "q")

Numerical summation, as I mentioned above, is something I know little about, so I’d appreciate any readers with thoughts on this topic (and knowledge of how this is done in R) to share in the comments.